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Chapter SIX

Ordinary Differential Equations
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‘ Higher Order ODE ‘ ‘Finil-e-—Diffelmuv me-tlm[l‘ | The shooting method |

Euler’s method

‘ Modified Euker's methods ‘

Rumge-Kutta method

‘ System of First Order ODE ‘

Initial Value Problems

1)  First Order Ordinary Differential Equation
A- Euler's Method
Yia =¥ + T,y )h

Where: f(x;,yi) is the differential equation evaluated at x; and y;.
h is the step size.

B- Heun's Method

The slope at the beginning of an interval
yi = f(xi , Yi)
is used to extrapolate linearly to yi.+1
Yia=Yi+ f(Xi'yi)h

In Heun's method the yi.1 calculated is not the final answer but an intermediate prediction.



It provides an estimate of yi.1 that allows the calculation of an estimated slope at the end of
the interval:

Via = f(xi+1’ Yizl)
Thus, the two slopes can be combined to obtain an average slope:

' Yi+Yia _ f(Xi’Yi)"‘ f(xi+1’yiﬁl)
2 2

y

This average slope is then used to extrapolate linearly from y; to yi.; using Euler's method:

f(Xiiyi)+ f(Xi+li yi’j—l)h
2

Yia=Yi t
This is called a corrector equation.

C- The improved polygon method

This technique uses Euler's method to predict a value of y at the midpoint of the interval:

2
Then this predicted value is used to estimate a slope at the midpoint:

y., 1 :y,[x_ Y 1}
|+E |+E |+E

Yia =Yi + yi’+1h
2

h
Y 1 =Yityis
2

Then

D-  Runge-Kutta Methods
Many variations exist but all can be cast in the form:
Yia =i +¢(Xi ) yi,h).h

where ¢(x;, y,,h)is called an increment function.
The increment can be written in general form:

p=ak +ak, +ak; +. .o +a,k

nn

where the a's are constants and the k's are:

ky f(xi’yi):yi'
k, = £(x + ph, y; + Gy k;h)
ks = f(Xi + pzhv yi t q21k1h + Q22k2h)

K, = F(X + Poahe Vi + 0oy kh + G, Koh + Gy 1nakosh)

n



o  First Order Runge-Kutta Method

Ifn=1
¢ = alkl
Yia =Y; +akh
Yia =Y +a,yih

This is Euler's method.

o Second Order Runge-Kutta Method

Ifn=2
Yia =i +(alkl +a,k, )h
where
k, = f(Xin): yi

kz = f(xi + p1h1 Yi +q11k1h)

ai;, a, p1, qu are evaluated by setting vy, =V, (alk1+a2k2)h equal to a Taylor series
expansion to the second-order term.

a+a, =1
1

a,p, ZE
1

azqn:E

There are 3 equations with 4 unknowns.
We must assume a value of one of the unknowns in order to determine the other three.

Ifa2=1/2

1
az_E
alzl—lzl
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k1: f(xi'yl)
k, = f(x, +h,y, +kh)

yoo = -+le+%kzjh=yi {kl;kzjh:yi L POy f(;i +hy, +kih)

This is similar to Heun's method.
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fl x. +=h,y. + =k;h
( i 2 yl 2 1 j
Yia =Y Tk;h
This is the improved polygon method.

If a, = 2/3 (Raltson's Method)

_q, =2
pl_qll_4
ko= 0%, v1)

3 3
k,=f| x,+=h,y. +=k;h
2 (X|+4 y|+41j

1 2
Yia =Yi +[§k1 +§kzjh

o  Third Order Runge-Kutta Method
k, = f(xi’yi)
1 1
k,=f| x. +=h,y. +=k;h
2 ( i + 2 yl + 2 1 ]
k, = f(x, +h,y, —kh+2k,h)

Yia =Yi +[%(k1 +4k, + k3)}h

o Fourth Order Runge-Kutta Method



y|+1 y| |:6 (kl + 2k2 + 2k3 + k4 ):lh

®  Higher Order Runge-Kutta Methods

Butcher's fifth order RK method

kg = f(xi+h v —2kh+ 2kn+ 2k h—Ek4h+§k5hj
707 7 7 7

Vi =V + {910 (7k, +32k, +12k, + 32Kk, + 7K, )}h

Fehlberg Runge-Kutta

k, = f(xi’yi)
1
k, = f(xI +Zh'y' + klhj
K, = f(xi+§h Vi kht 2k hj
8 32 32
k, = f[xi +Eh, y, + 1932 k,h— 7200 k,h+ 729 kshj
13 2197 2197 2197
ke = f(xi +hy, + 39|< h—8k,h+ 3860 k,h— 845 k4hj
216 513 4104
ky = f(xi Jrﬂ,yi —iklmzkzh— 3544 k,h+ 1859 k4h—£k5hj
2 27 2565 4104 40
[ 25 1408, 2197, 1
K, + k, + k, —=k. |h
Yia = Yot 1216 ' 2565 ° 4104 * 5 5}
or
(16 6656 28561 9 2
—Kk, + K, + k, ——k. +—Kk |h
Yia = Yot 1135 * 12825 ° 56430 ' 50 ° 55 6}




2)  Systems of First Ordinary Differential Equations

Y = fl(x’ Yir Yoo, ’yn)
Yy = £ 06 Yy, Y. Y,)
A A O VA2 Y,)
[}

Y= (6 Yo Y. Y.)

0 The system requires that n initial conditions be known at the starting value of x.

o All previous methods can be extended to the system of equations.

0 The procedure for solving a system of equations simply involves applying the one-
step techniques for every equation at each step before proceeding to the next step.

3)  Higher Order Ordinary Differential Equations

y =9(x,v,y')

Can be converted to a system of two first-order ODE by a simple change of variables:

The initial conditions:

These initial conditions become:

For higher order ODE

YO = £y, Y Y Y )

W0)= a5, ¥'(0) = 1, y'(0) = tz, y(0) = tg oo
u=y

u, =y’

u, =y"

[ ]

o =y

Then

u; =u,

U, =U,

!

U =U,



U/ = (X, Uy, Uy, Uy, Uy, u,)
initial conditions

ul(o) = &y, UZ(O): s u3(0)= &5, u4(0): Ogyrecrinsannnnies ’ un(O): Oy
Boundary Value Problems
a1
v h(T,-T)=0
h'is a radiative heat loss coefficient (cm™)
T(0)=T,
T(L) =T,

1)  The Shooting Method

It is based on converting the boundary value problem to an equivalent initial value problem.
A trial and error approach is then implemented to solve the initial value version.

For nonlinear boundary value problems, perform three applications of the shooting method
and use a quadratic interpolating polynomial to estimate the proper boundary condition.

2)  Finite-Difference method

Finite divided differences are substituted for the derivatives in the original equation.
The differential equation is transformed to a set of simultaneous algebraic equations that can

be solved as hefore.

aT

= +h'(T,-T)=0

T(O):Tl

T(L)=T,

d’T T, 2T, +T,

Vel L o L (central)

T, 2T +T, .,

LA T (T, -T,)=0
sz (I a)

T, = 2T, + T, —hWAX’T, + h'AX*T, =0
T, - (2 +h'Ax? )Ti +T,, =—h'AX°T,
T+ (2 AT - T, = haxT,
This equation is applies to each of the interior nodes of the rod as an example.

The first and the last interior nodes, Ti.; and Ti are specified by the boundary conditions.
The resulting set of linear equations will be tridiagonal.



