Applied Statistics and Probability for Engineers, 6" edition

CHAPTER 7
Section 7-2
7-1. The proportion of arrivals for chest pain is 8 among 103 total arrivals. The proportion = 8/103.

7-2. The proportion is 10/80 =1/8.

73, P(2560< X <2.570) = P(2sse-2s6s < Xt < 2570-256)

0.008/+/9 o/Jn — 0.008/y/9

= P(-1.875<Z <1.875) = P(Z <1.875)— P(Z <-1.875)

=0.9696 —0.0304 = 0.9392

7-4. X, ~ N(10010?) n=25
o 10
=100 oy =——=—F——=2
Hy SR R T

P[100-1.7(2)) < X < (100+1.5(2))] = P(96.6 < X <103) = P(28:100 < X-1 < 103:100)

2 ~oln T 2

= P(-1.7<Z <1.5)=P(Z <1.5) - P(Z <-1.7) =0.9332 — 0.0446 = 0.8886

2 10.206

_9 _
* Jn 6

P(X >525) = p(£4 > s25520)

o/Jn = 10206

75 g =520kN/m* o

= P(Z >0.4899) =1— P(Z < 0.4899)

=1-0.6879=0.3121

7-6.
n==6 n=>50
o 3.5 o 35
o, =——=—-==1.429 o, =—=—=—==0.495
* Jn e o dn Va9
oy isreduced by 0.9339 psi
7-7. Assuming a normal distribution,
1323750, =% =35 _154 989
#x LN RN
P(17230 < X <17305) = P (12002231 < Xt < 137207

= P(-0.045 < Z < 0.4407) = P(Z < 0.44) — P(Z <—0.045)
=0.6700-0.482=0.188

n

=22.361psi = standard error of X

g
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7-10. LetY = >?+%

X772 2 2
Hg = Hyx
2 (b-2a)
T e
2 1
» 0 4 1
og=—=22=—"
n 2 324
_ 1
Ox =18

of = 3
Y=X L N =
+ E - ( 1 324/ , approximately, using the central limit theorem.
7-11. n=36
a+b (4+1) 5
Hy =—F5— = Py
2
\/(b a+1) -1 \/(4 1+1)% -1 \/‘ \f
Ox =
_5 ,__V5/4_ﬂ
T 6
X —
Z=
G/\/_

Using the central limit theorem:

P(23<X <2.7) = P(Z?’ 25 £ 7 < 21 25) P(-1.0733< Z <1.0733)

6

= P(Z <1.0733) - P(Z < -1.0733) = 0.7169

7-12.

uyx =8.2 minutes n=36
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7-13.
n=16 n,=9 2 -
V2 V2 2 2 1
m=15 =70 Xy =X, ~ N(uy —py 00 +0 )~ N(y = pp,—+—%)
o, =8 o, =12 n n,
N(75-70 2 122) N (5,20)
- - y +—) y
16 9
a) P(X, - X, >5)
P(Z>52)=P(Z>0)=05
b) P(25< X, — X, <6)
2.5-5 6-5) _
P(255 <7 <£5) = P(Z <0.2236) - P(Z < -0.5590)
=0.5885-0.2881 = 0.3004
2 2
7-14. I pg =pu,, then X5 — X, is approximately normal with mean 0 and variance %+% =2048.
Then, P(Xg — X, >3.5) = P(Z > 22%) = P(Z > 0.773) = 0.2196
The probability that )?B exceeds )?A by 3.5 or more is not that unusual when g and wx, are
equal. Therefore, there is not strong evidence that ., is greater than u, .
7-15.  Assume approximate normal distributions.
()zhigh - Ylow) = N(60—551%+%
~N(5,2)
P(Xpigh— Xiow = 2) = P(Z = Z—f;) =1-P(Z<-2.12)=1-0.0170=0.983
Section 7-3
7-16.

oy =6 minutes o = Ox _ 6 1
* Jn 36

Ly = py =8.2 mins

Using the central limit theorem, X is approximately normally distributed.

2) P(X <10) = P(Z <29 18'2) _ P(Z <1.8) = 0.9641

b) P(5< X <10) = P(322 . Z <1282)

1

=P(Z <1.8)-P(Z <-3.2) =0.9634

¢) P(X<6)=P(Z < 6_—18'2) =P(Z <-2.2)=0.0139
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s 1.815
SEMean =0, =— =—"——"-=0.4058
a) o dn 20
Variance =6 =1.815° =3.294

b) Estimate of mean of population = sample mean = 50.184

12.30

7-17. )v—__SEMeanaW_zosazv_%
Mean = 22217% — 104.492, Variance = 52 =12.30% = 151.29
Variance = SumofSauares 15999 = 55, 55 = 5295.15

b) Estimate of populatlon mean = sample mean =104.492

X1+X
7-18.  a)E(®,) = E( 1t ) = 2[E(X,) + B()] = 2[u+pl =
Therefore, 8, is an unbiased estimator of

X1+3X 1
E(8;) = B (*572) = J[EX) + 3EX)] = [+ 3] =
Therefore ©,is an unbiased estimator of

2

b)v(8,) =V (R52) =3 [v<x1) +V(Xp)] =210 + 02] =2

2
v(8.) = V(%) [V(Xl) +32V(X,)] = _6 [0% +90%] = 5%

7-19.  E(0) = E( noX, - X)° /c) = (n—1)o?/c

Bias=E(@)—9=M—02=az(n;1—1)
()-e| |- ef$
7-20.  E(X, )= =—E X [==—(2nu)=
1 n on (; J (ny) H

X;and X, are unbiased estimators of p.
_ ~\ o° ~\ o’ .
The variances are V (Xl) = on and V (X2)= —— ; compare the MSE (variance in this case),
n n

MSE@®,) o’/2n n 1

MSE(®,) o’/n 2n 2

Because both estimators are unbiased, one concludes that X; is the “better” estimator with the
smaller variance.

11 E(6,)= Z[EC) +EOG) ++ EX)]= 2 TEX) = 2 (7) =
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7-22.

7-23.

£(6.)= 2[E@X) + E(X) + EX)] = 212u— s+ 4= s

a) Both ©,and @, are unbiased estimates of p because the expected values of these statistics are
equivalent to the true mean, p.

b
v{o )y XX | L) v ) v (x,)
:i(7c72 S
49
2
V(6,)=2
7

©)
v{o,)-v| BT e - Liwax) wvix) +vx)

:%(4V(Xl) +V (X)) +V (X))

1 1
:_42+ 2+ 2 :_62

302

V(C:)z) = 2

Because both estimators are unbiased, the variances can be compared to select the better
estimator. Because the variance of @, is smaller than that of @, , @, is the better estimator.

Because both @, and @, are unbiased, the variances of the estimators can compared to select the
better estimator. Because the variance of 6, is smaller than that of é,, 6, is the better estimator.
MSE©,) _V(®y) 12 _,,

MSE(®,) V(®,) 5

E@)=60 E@©,)=61/2

Relative Efficiency =

Bias= E(®,) -0
L
2 2

V@)=9 V(©,)=5
For unbiasedness, use @, because it is the only unbiased estimator.
As for minimum variance and efficiency we have

_ V(&) +Bias’),

Relative Efficiency ~
(V(6,) +Bias),

where bias for 6, is 0.
Thus,
(9+0) 36

Relative Efficiency = =

(5+(_26ﬂ (20+6?)
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7-24.

7-25.

7-26.

If the relative efficiency is less than or equal to 1, @, is the better estimator.

Use ©,, when ngl
(20+6°)
36S(20+¢92)
16 < 6?
O0<-4or0>4

If —4<6<4thenuse 6,.

For unbiasedness, use @,. For efficiency, use & when @ <—4or € > 4and use &, when

-4<0<4.

E@y)=0 No bias V(©,) =15=MSE(®,)
E@,) =0 No bias V(0,)=8=MSE(®,)
E(@,)#0 Bias MSE((:)s) =7 [note that this includes (bias?)]

To compare the three estimators, calculate the relative efficiencies:

MSE(©,) 15 i
MSE(©,) =—=1.875, because rel. eff. > 1 use ©, as the estimator for 0

MSE(®,) 8
M = 15 = 2.14 , because rel. eff. > 1 use @, as the estimator for 0
MSE(®,) 7
MSE(®,) 8

~ — =1.14, because rel. eff. > 1 use @, as the estimator for 6
MSE(®;) 7

Conclusion: @, is the most efficient estimator, but it is biased. @, is the best “unbiased”
estimator.

n=8n,=14,n;=6
Show that S? is unbiased.

2 2 2
E(SZ): E 8S; +14S, +68S,
28

- %(E(8812)+ E(14s?)+E(6S2))

:%(8012 +1407 +607 )= %(2802): o

Therefore, S? is an unbiased estimator of &7 .
n 2

> (%, - X)

Show that = is a biased estimator of °
n

a)
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i(xi _Y)z

E i=1

L[S0, |- Sl -2 S ) w2

n \ia

:%(n,u2 +no? —nu? —0'2)=%((n—1)o'2) =c?-—

Therefore M is a biased estimator of o

b)Bias:E{M] 2 2 0 L, _ o

n

c) Bias decreases as n increases.

7-27.  a) Showthat X?2is a biased estimator of p®. Using E(xz) =V(X) +[E(X)]2

ce)- 20 - (v(3n 30

:g[naz{iﬂn o0 + ()

n

::z(“C’”“ZﬂZ)E(XZFin

Therefore, X ?is a biased estimator of 2.2

2 0_2

b) Bias = E()?z)f,uz =%+y27,uz=T

c) Bias decreases as n increases.

7-28.  a) The average of the 26 observations provided can be used as an estimator of the mean pull force
because we know it is unbiased. This value is 336.36 N.
b) The median of the sample can be used as an estimate of the point that divides the population
into a “weak” and “strong” half. This estimate is 334.55 N.
¢) Our estimate of the population variance is the sample variance or 54.16 N2. Similarly, our
estimate of the population standard deviation is the sample standard deviation or 7.36 N.
d) The estimated standard error of the mean pull force is 7.36/26" = 1.44. This value is the
standard deviation, not of the pull force, but of the mean pull force of the sample.
e) No connector in the sample has a pull force measurement under 324 N.

7-29.
Descriptive Statistics
Variable N Nk Mean SE Mean StDev Minimum Ql Median Q3 Maximum

Oxide Thickness 24 0 423.33 1.87 9.15 407.00 416.00 424.00 431.00 437.00

a) The mean oxide thickness, as estimated by Minitab from the sample, is 423.33 Angstroms.

b) The standard deviation for the population can be estimated by the sample standard deviation, or 9.15
Angstroms.

c) The standard error of the mean is 1.87 Angstroms.

d) Our estimate for the median is 424 Angstroms.
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e) Seven of the measurements exceed 430 Angstroms, so our estimate of the proportion requested is 7/24
=0.2917

7-30. a) E(p) = E(X/n) =%E(X) =%np= p

b) The variance of P is M so its standard error must be M . To estimate this parameter
n n
we substitute our estimate of p into it.
731 a) E(Xp—Xp)=E(X)-E(Xp) = 11— 112
2 2
b) se. =V (X, —X,) =V (X,)+V(X,) +2COV(X,, X,) = ‘;—1 +”n—2
1 2

This standard error can be estimated by using the estimates for the standard deviations
of populations 1 and 2.

c)

-1)-8°+(n, -1)-S,° 1 2 2
£s,2)—g =S+ =15y | n ~DE(S,2)+(n, -1)-E(S,0)|=
(%) ( — o B e ) EGS,)

1 2 a|l_h+n-2 ,
=———|(n -1 -0, +(n, -1)- ==t 5" =
nl+n2_2[(1 )-01” +(n; —1)- 0, )] n1+n2_20 o

732, a) E(41) = E(aX{+ (- a)Xy) = aE(X)) + (1~ a)E(Xy) = au+(1-a)u = u

b)

se.() =V (X, +(1-a)X,) = Ja’V (X,)+1-a)?V(X,)

2 2 2 2
o o o c
=\/a21 +(l-a)’ == =\/a21 +(l-a)’a—*
n n n n

1 2 1 2

\/a2n2 +(1-a)’an,
:(a
nlnz
an
n, +an,
d) With a = 4 and n;=1/2n,, the value of a. to choose is 2/3. The arbitrary value of o = 0.3 is too
small and results in a larger standard error. With o = 2/3, the standard error is

c) The value of alpha that minimizes the standard error isa =

(2/3)°2n, + (1/3)°4n, _ 0.8160,

se.(l) = o, \/ I o

If oo = 0.3 the standard error is

(0.3)22n, +(0.7)?4n, _ 103440,

se.(fl)=o
T o

7-33.
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X, X,. 1 1 1 1
a) E(2L 22y T E(X)——E(X.)= =D ——NDo =D — D =E(D. —
) (nl nz) n, (Xy) n, (X3) n, 101 n, 2P2 =P1— P2 (P, = P2)

b) Jpl(l_ P1) n p,1-p,)

n N,

c) An estimate of the standard error could be obtained substituting % for p; and % for po inthe equation
1 2

shown in (b).
d) Our estimate of the difference in proportions is 0.02
) The estimated standard error is 0.0386

Section 7-4

734, f(X)=pl-p)*
L) =TT pa-py=p'a-p""

n

InL(p)=nIn p+(2xi —njln(l— p)

i=1

D p 1-p

(1- p)n— p(in —nj n—np— pzn:xi +pn

pA-p) p(L-p)

7-35.  f(x)=

X! o X!
' [T

7-9
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InL(ﬂ):—nMne+Zn:xiln/1—Zn: Inx;!
i=1 i=1
dinL(2d) _ 1, _
— n+/1;Xi_0
Zn:Xi
=n+2L =0
A
Zn:xi ni
i=1
Zn:Xi
/i:i:1
n

7-36.  f(X)=(20+1)x’

L©) =[]0 +Dx’ =(29+1)xfx(29+1)x29><...=(29+1)”ﬁ X

i=1

i=1

INL(O) =nIn(26+1) +6Inx, +6InX, +...=nIn(20+1) + 6> Inx,
i=1

ﬁInL(e): 2n +z Inx =0
127 20+1 o=
2n :
=-> Inx
20+1 o
g-—n 1

fizn:(x -0)
i-1

n
—A(x-0
737, (=2 for x20 L(A) :H/ie x=0) — Jna

i=1
INL(A,0)=nIN A=) X +And
i=1

dinL(1,6) n

i —=>%+nd=0

i=1

7-10

= ﬂ”e_ﬂ[

n

Zx -no

i=1

|
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7-38.

7-39.

7-40.

The other parameter 8 cannot be estimated by setting the derivative of the log likelihood with
respect to 0 to zero because the log likelihood is a linear function of 6. The range of the likelihood
is important.

The joint density function and therefore the likelihood is zero for 6 < Min(X,, X,,...,X,,) . The term

in the log likelihood -n\6 is maximized for 6 as small as possible within the range of nonzero
likelihood. Therefore, the log likelihood is maximized for ¢ estimated with Min(X,, X,,...,X,) SO

that 6 = X,
b) Example: Consider traffic flow and let the time that has elapsed between one car passing a fixed
point and the instant that the next car begins to pass that point be considered time headway. This
headway can be modeled by the shifted exponential distribution.

Example in Reliability: Consider a process where failures are of interest. Suppose that a unit is
put into operation at x = 0, but no failures will occur until 6 time units of operation. Failures will
occur only after the time 6.

-X; /0

L(H):ljxiee

onL(@@) 1 n
N7 X ——
060 4922 )

InL(6) =Zln(xi)—Z%—nln9

Setting the last equation equal to zero and solving for theta yields

2%
O = d=L
n
a-0 10 e -
E(X)=——==> Xj = X , therefore: & =2X
2 nig

The expected value of this estimate is the true parameter, so it is unbiased. This estimate is
reasonable in one sense because it is unbiased. However, there are obvious problems. Consider the

sample x;=1, X, = 2 and X3 =10. Now x =4.37 and 4 =2X =8.667. This is an unreasonable
estimate of a, because clearly a > 10.

1 21
a) [ c(l+6&x)dx =1= (cx+c0?) =2c
_1 _1

so that the constant ¢ should equal 0.5

b)E(X):EZXi:Q é=3-12xi
Nz 3 N5

7-11
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) E(9) = E(aiixiJ = E(3X) =3E(X) = 39 _¢
Nij—q 3

d)

LO) = [Ea+ex) L@ =ninE)+ 3 In(+6X,)
i=12 2 g

oinL©®) 1 X;
00 _El(lwxi)

By inspection, the value of 6 that maximizes the likelihood is max (X;)

i=1

10 n
7-41.  a) E(Xz):2(9:HZXi2 soé:z—lnzxi2
i=1

b)
n ye X /20 5.2
L@) =TT InL@&) = In(x)->-—-nlng
i1 20
olnL(@) 1 2.n
0 202 250

Setting the last equation equal to zero, the maximum likelihood estimate is

and this is the same result obtained in part (a)
c)

a 2

j f(x)dx=05=1-¢/%

0

a=./-20In(0.5) = /20In(2)
We can estimate the median (a) by substituting our estimate for 6 into the equation for a.

7-42.  a) acannot be unbiased since it will always be less than a.
na a(n+1 a
_& )=— — 0.
n+l n+1 n+1 noe

b) bias =
02X
d) P(Y<y)=P(Xy, ....Xn < YV)=[P(X<y)]"= (%) . Thus, f(y) is as given. Thus,

. an a
bias=E(Y)-a= ——-a=———.
n+1 n+1

7-12
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e) For any n >1, n(n+2) > 3n so the variance of & is less than that of &; . It is in this sense that the second
estimator is better than the first.

7-43.  a)

L(8.5)= gg(gjﬁ‘le(é‘f o2 [Eflj (% Jﬂ-l
s =Sl H 5[] ooy -6y Zobh-6I
’ IinL(g.s) _n
P B
L) 2593+ p

Upon setting %

Sn()-3 ()Y
> x,”

5ﬂ+1

equal to zero, we obtain

5B
5/n=3x" and 6:{—2)(‘}
n

2InL(B,5)
q

Upon setting equal to zero and substituting for &, we obtain

n 1
EjLZInxi fnlnﬁzé—ﬁfo(lnxi -1Ino)

n SNy IO IV PV VY (zx.ﬂ]
ﬁ+2lnx, ﬂln( nj inﬂzx' Inx; in/fzx' I =

and Lo > xP Inx; +2Inxi
B XX n
¢) Numerical iteration is required.

7-44.  a) Using the results from the example, we obtain that the estimate of the mean is 423.33 and the estimate of
the variance is 83.7225

b)

The function has an approximate ridge and its curvature is not too pronounced. The maximum value for
standard deviation is at 9.15, although it is difficult to see on the graph.
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c) When n is increased to 40, the graph looks the same although the curvature is more pronounced. As n
increases, it is easier to determine the maximum value for the standard deviation is on the graph

7-45. From the example, the posterior distribution for p is normal with mean

(c’In)u, +o.X
o’.o’In
o’ l(c?In)

; 5 . The Bayes estimator for p goes to the MLE as n increases. This
o,.o°In

and

variance

2 —

UO
inthe limit & = X.

_em?
2062

1
e and f(u)=—— for a < u <D, the joint
N2rno b-a

7-46. a)Because T(X|u)=

distribution is

1 _tem?
f(X,,u):—e 27* for-w<x<wand a<u<b.
(b—-a)v2ro
(xu)2
Then, f(X)—— “* du
T

and this integral is recognlzed as a normal probability. Therefore
1

F(9 =~ [o()- ()
—a

where ©(X) is the standard normal cumulative distribution function. Then

_(x=m)?

f(ul =10 e

00 azolo()-o()

b) The Bayes estimator is
(- ;1)2
pe ' du
| el

Letv=(x-p). Then, dv=-duand

G- T (x —v)e_ﬁdv _ x[o(=2)- @ ~ J-
Zov2rolo(r)- ()] o)~ CD(T)] 2oV 2mo|®(22) - ()]

> Then, dw =[-25]dv =[-5]dV and

Letw=

(x-2)?

(x-2)? (x-b)?
262

_(x-a) _
G-x oe "dw o |e ¥ —e

A Nzol)-el] o | o)~ ol

-1 19X

—(n+l)%
7-47.  a) f(x)=

n+l ,n
forx=0, 1, 2, and f(ﬂ):(nJrlJ e for 1 > 0.
4 r'(n+1)

7-14
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Then,
(n+2) " 2re
F(xA)="—rx
A T(n+1)x!
This last density is recognized to be a gamma density as a function of A. Therefore, the posterior

+1

distribution of A is a gamma distribution with parametersn + x+ 1 and 1 +

b) The mean of the posterior distribution can be obtained from the results for the gamma
distribution to be

nFLXJﬁl—AO n+x+1
[1+"7*1 n+,+1

18(4)+1(4.85)
6.1

25
b.) ,[t =X =4.85 The Bayes estimate appears to underestimate the mean.

7-48.  a) From the example, the Bayes estimate is 1z = =4518

7-49.  a) From the example, 12 = (0.0045)(2.28) + (0.018)(2.29) =2.288

0.0045+0.018
b) {2 =X =2.29 The Bayes estimate is very close to the MLE of the mean.

7-50. a) f(x|A) =4, x>0 and f(1)=0.008e""%" Then,
f (X11 X2,/1) — /ftZe—ﬂ.(Xl+X2)O.OO8e—0.0081 — 0.008/12e—/1(X1+X2 +0.008) .

As a function of 2, this is recognized as a gamma density with parameters 3 and X, + X, +0.008

Therefore, the posterior mean for A is
= 3 3
A

= = =0.00133.
X +X, +0.008  2X +0.008

1000
b) Using the Bayes estimate for A, P(X<1000)= J-0.00133ef'00133(dx =0.736
0

Supplemental Exercises

751 f(x, %0 x) =[] for x >0,%,>0,..,x,>0
i=1
1Y . ()’
752, (X, Xy, X5, X4, X5) = Tono exp —E =

753, (X, %, %, X, %) =1 for 0<x <10<Xx,<10<x,<10<x,<10<x <1
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2 0° 2 52

~ N(~5,0.3683)

7-55. X ~ N(50,289)

7 < X <53) =P <7 < 22)=P(-09<2 £09)

= P(Z <0.9)— P(Z <-0.9) =0.8159—0.1841 = 0.6319

Yes, because Central Limit Theorem states that with large samples (n > 30).

7-56.  Assume X is approximately normally distributed.
P(X >34)=1-P(X <34) =1-P(Z < %)

=1-P(Z <-17.14)=1-0=1

_ X-u 54-50
s/n 3117

P(Z > z) = 0. The results are very unusual.

=9.5219

7-57.

758. P(X<37)=P(Z<-6)~0
7-59.  Binomial with p equal to the proportion of defective chips and n = 200.

760. E(@X,+(1-a)X,=au+@-a)u=u
V(X) =V[aX, + (1-a)X,]
=a’V(X,)+(1-a)’V(X,) =a’(£)+(1-2a+a’)(2)

2 2 2 2 2 2
-89 0" 230" 80" _(na24p 2na+na)(" )
n, n, n, n, nn,
N (X) 2
Py =(n‘17n2)(2n2a—2n1+2n1a)50

0=2n,a-2n, +2na

2a(n, +n,) =2n,
a(n,+n)=n,
nl

n, +n

a=

7-61.
L) = (1j 20 ixg
2(9

i=1
InL(0) = nln(i} 23 Inx -3
20) o a0
olnL(6) _ -3n . %ﬁ
00 o i:16’2
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Making the last equation equal to zero and solving for 6, we obtain
n
2N
0= % as the maximum likelihood estimate.
n
7-62.

L) = 0"
i=1
InL(0) =nIng + (9—1)§In(xi)
i=1
olnL() n o
0 "2 + Elln(XI)

making the last equation equal to zero and solving for theta, we obtain the maximum likelihood estimate
- -n

. anln(xi)
i1

7-63.
no19
L) = iﬂH X, 0
0" 4
InL(6) =-nln 0+%Zln(xi)
i=1

olnL(9) n 13
— = In(x
00 0 92%: ()

Upon setting the last equation equal to zero and solving for the parameter of interest, we obtain the
maximum likelihood estimate

é:—liln(xi)
niz

E@) = E{—%i In(x)| == E[—iln(xi )} —— 1> Efin(x,)]

i=1

18 no
_520_7_9

1 1-6 1-0
E(In(Xi)):I(In x)x ¢ dx let u=Inx and dv=x ¢ dx
0

1-0

1 10
then, E(ln(x»z—ejx o dx =—0
0

7-64. a)LetEX?=6.ThenV(X) = E(X?) — (EX)?. Therefore 6%/n = 0—u? and 6 = o%/n + pu?

Therefore, X2 is a biased estimator of the area of the square.
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7-65.

b) E(X?—5S%/n) =c?/n+u?—E(S?)/n = u?

=X = 23.5:15.6+i;.4+---+28.7 _219

Demand for all 5000 houses is 6 = 5000
0= 5000 2 =5000(21.9) =109,500

The proportion estimate is p = 1—70 = 0.7

Mind-Expanding Exercises

7-66.

7-67.

7-68.

P(Xlzo,xzzo):%
P(Xlzo,xzzl):%
P(X1=1,x2:o):%

P(X,=0)=M/N

P(x, =1 = NM

P(X, =0) = P(X, =0| X, =0)P(X, = 0)+ P(X, = 0| X; =1)P(X, =1)
M-1. M M N-M M
= X — + X = —
N-1'"N N-1' N N

P(X, =1) = P(X, =1| X; = 0)P(X, = 0)+ P(X, =1| X, =1)P(X, =1)
_N-M M _N-M-1 N-M _N-M
N-1 N N-1 N N

Because P(X, =0]X,=0)=1" isnotequal to P(X, =0)=%, X, and X, arenot

independent.

)
(n-1)/2]

= 202/ -1)

b) When n =15, ¢, = 1.0180. When n = 20, ¢, = 1.0132. Therefore S is a reasonably good estimator for the
standard deviation even when relatively small sample sizes are used.

a) The likelihood is

o1 —(xi=pp)? 1 —Giw)?
L= 1_[ e 202 . e 202
iy V2mo? V2mo?

The log likelihood function is
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—2In(L) = i [(xi — ) + O ;z'ui)z + 41n (\/ 2710'2)]

. 0-2
=1

- %Z[(xi —u)?+ i —p)*l +4nin (V 27'[0'2)

i=1
1 n
= FZ[XL-2 + 2 =20 + y) + 2u%] + 4nIn(V2m) + 2nin(c?)
i=1
Take the derivative of each y; and set it to zero

9(—2In(L)) —2(x; +y) + 4y

=0
ou; o2

to obtain
Kty
25} 2

To find the maximum likelihood estimator of o2, substitute the estimate for x; and take the
derivative with respect to o2

d (=2In(L 1w
(Tr;()) = _F;[(xi -8+ i — 8?1 +—

0(-2n(L)) 1020y —y)?
do2 oty 4 4 o
i=

_ 2im1 (i — yi)? n 2_"

20% o2
Set the derivative to zero and solve

52 = s, O = 0)?
4n

b) n n
1 1
= EZ E(y; —x;)* = EZ E(y}? + xf — 2x:y;)
1= i=

Z[E(yl )+ EGR) — EQaiy)] = Z[a +0%40] =
Therefore, the estimator is biased. The bias is independent of n.
c) An unbiased estimator of olis given by 26°
7-69 P(| X —ul> C—UJ <L from Chebyshev's inequality. Then P(| X — < C—UJ >1-1 Givenane n
' “ )T SRR W) ’

and c can be chosen sufficiently large that the last probability is near 1 and <o is equal to €.
n
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7-70.

7-71.

7-72.

) P(X,, <t)=P(X, <t for i=1. ,n)=[F(t)]”
P(Xy >t)=P(X, >t for i=1..,n)=[L-F Q)"

Then, P(X 5, <t)=1-[1-F(t

b)

fu 0= 2 Fy,, (O =nlt- FROIF ()

fo,, =2 F,, O=nF O ()
c) P(X o= 0): Fo (0)=1-[1—F(0)]"=1- p" because F(0) = 1 - p.
P(X(y =1)=1-F,_(0)=1-[FO)"=1-(@- p)’

d) P(X <t)=F(t)=® t7—”J From a previous exercise,

_-w?
202
O=nb-ol2 ] 5

fx(n)(t):n{q)tTﬂ]} 1@(}_ e

g)P(X <t)=1-e"
From a previous exercise,

Fy,, (t)=1-¢" fy, ()=nae™

FX(n) (t) — [1_e7/1t ]n fx(n) (t): n[l_ef/lt ]nflj/efxlt

P(F(X(n))ﬁt): P(X(n) < F_l(t)):t” for 0<t<1 from a previous exercise.
|fY:F(X(n)) then f, (y):ny”‘l,Ogygl.
Then, E(Y ny"dy = —

en, E(Y) = j ydy =——

P(F(X (1)) ) P(X o < F{(t )) 1-(1—t)" 0<t<1from a previous exercise.

IfY = F(Xy) then f,(y)=n(-t)""0<y<1,
1
1
Then, E(Y) = J. yn(l—y)"*dy = P where integration by parts is used. Therefore,
+
0

ELF (X)) =~ and E[F(Xo)]=——

EV) =Ky, [E(X2) + E(X?)~2E(X X .,)]
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n-1
= kz (6® +p’+o0° + u* —2u%) =k(n-1)20>

i=1

_ 1
Therefore, k = =

7-73.  a) The traditional estimate of the standard deviation, S, is 3.64. The mean of the sample is 13.43 so the
values of ‘Xi — )?‘ corresponding to the given observations are 3.43, 1.43, 5.43, 0.57, 4.57, 1.57 and 3.57.

The median of these new quantities is 3.43 so the new estimate of the standard deviation is 5.08 and this
value is slightly larger than the value obtained from the traditional estimator.

b) Making the first observation in the original sample equal to 50 produces the following results. The
traditional estimator, S, is equal to 14.01. The new estimator slightly changed to 7.62.

7-74. Q)
T, =X+
X+ X, =X, +

X+ X, =X+ X=X, +
ot
X+ X, =X +X; =X, +..+ X, =X, +

(N=r)(X,+ X, =X, + X; =X, +..+ X, =X, ,)

Because X; is the minimum lifetime of n items, E(X,) = i/l :
n
Then, X, — Xy is the minimum lifetime of (n-1) items from the memaoryless property of the
exponential and E(X, — X,) = ;
(n=-DA
1

Similarly, E(X, — X, ;) =—————_ Then,

y, E(X, k1) (N—Kk +1)A
E(Tr)zl+n—_]'+_..+n_—MZL and E T_r :E:lu

ni (n-1)A (n-r+H)a 2 r A

b) V (T, /1) =1/(A°r) s related to the variance of the Erlang distribution

V (X) =r/A%. They are related by the value (1/r%). The censored variance is (1/r%) times the
uncensored variance.
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