
Exponential Distribution
A random variable X is said to follow an exponential distribution if its probability 
distribution function is:

where λ is a constant > 0.

The Mean and Variance of X are:

µ = 
1

λ
𝑎𝑛𝑑 σ2 =

1

λ2
The cumulative distribution function F(X) is found by integrating the PDF of X, 
which results in:



Exponential Distribution

Exponential distribution is sometimes used to model the distance between successive events (x) of a 
Poisson process with λ>0. This variable X is an exponential random variable with parameter λ (λ= 
average number of events per in the interval =at). X could represent the waiting time (distance) 
between any event and the next event. X  at most equals t. If X>t, this means that no event took place 
in the interval.
P(X ≤ t) = 1- P(X>t)

= 1 – P[no events in the interval t]

= 1 −
𝑒−𝑎𝑡 𝑎𝑡 0

0!
= 1 − 𝑒−𝑎𝑡 ; a = average number of events per unit interval in the Poisson

process. Note that in the book they use λ instead of a.



Exponential Distribution
The random variable X that equals the distance between successive events of a Poisson 
process with mean number of events per unit interval is an exponential random variable 
with parameter The probability density function of X is

Note that λ in this equation is the rate of events per unit interval.
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